
Photons from Relativistic Heavy Ion 
Collisions: Progress and Puzzles
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¢Sources & EM emissivity: Rates
¢Modelling the evolving system: 

� 3D hydro
� 3D viscous hydro
� Fluctuating initial states

¢How are the photon yields 
dependent on the dynamics?

¢Is it the same for dileptons?
¢Status of our understanding of the 
data
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Sources of photons 
in a relativistic nuclear collision:

Hard direct photons. pQCD with shadowing
Non-thermal

Fragmentation photons. pQCD with shadowing
Non-thermal

Thermal photons
Thermal

 Jet in-medium bremsstrahlung
Thermal

 Jet-plasma photons 
Thermal

3

Saturday, 8 September, 12



Charles Gale

INFO CARRIED BY THE RADIATION 
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Emission rates:
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Thermal ensemble average of the current-current correlator

McLerran, Toimela (85), Weldon (90), Gale, Kapusta (91)
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Thermal Photons from hot QCD: HTL program (Klimov 
(1981), Weldon (1982), Braaten & Pisarski (1990); 

Frenkel & Taylor (1990))

Kapusta, Lichard, 
Seibert (1991)
Baier, Nakkagawa, 
Niegawa, Redlich (1992)

Going to two loops:  Aurenche, Kobes, Gelis, Petitgirard (1996)
            Aurenche, Gelis, Kobes, Zaraket (1998) 

Co-linear singularities:

5

2001: Results complete at O(α s )
Arnold, Moore, and Yaffe JHEP 12, 009 (2001); JHEP 11, 057 (2001)
Incorporate LPM; Inclusive treatment of collinear enhancement, 

photon and gluon emission
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Are these rates final?
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•Approach is LO, but 

•Integral equation can be 
written in terms of a single-
gluon scattering kernel: 

 α s  0.2 − 0.3

Aurenche, Gélis, Zaraket (2002)

Simon Caron-Huot PRD (2010)

NLO:% C(qT )LO =
Tg2mD

qT (qT +mD )
⇒NLO
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Larger&angle&emission&

Conversion&photons&

•  Net&correc4on&to&emission&rate&&not&&
&numerically&important&in&region&up&to&&
&k/T&~10&

•  Techniques&developed&here&will&have&other&&
applica4ons&in&FTFT&

RNLO ~ g
3 ln(1 / g)+ g3

J.Ghiglieri,J.Hong,A.Kurkela,E.Lu,G.D.Moore,D.Teaney
(2012)
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ELECTROMAGNETIC RADIATION FROM HADRONS

Chiral, Massive Yang-Mills:
O. Kaymakcalan, S. Rajeev, J. Schechter, PRD 30, 594 (1984)

Parameters and form factors are constrained by 
hadronic phenomenology:
•Masses & strong decay widths
•Electromagnetic decay widths
•Other hadronic observables:

• e.g.   
8

a1 ! ⇡⇢ D/S (See also, Lichard and Vojik, Nucl. Phys. (2010); 
Lichard and Juran, PRD (2008))

EM emissivities computed: Turbide, Rapp, Gale, PRC (2004); 
Turbide, McGill PhD (2006)
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APPLYING THIS TO INTERPRET PHOTONS MEASURED @ RHIC: 
RATES ARE INTEGRATED USING RELATIVISTIC HYDRODYNAMIC 

MODELING

¢At low pT, spectrum 
dominated by thermal 
components (HG, 
QGP)

¢At high pT, spectrum 
dominated by pQCD

¢Window for jet-QPG 
contributions at mid-
pT

9
Turbide, Gale, Frodermann, Heinz, PRC (2008);
Higher pT: G. Qin et al., PRC (2009)
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ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT 
MATTER CREATED AT RHIC
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ! 7% (! 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

Saturday, 8 September, 12



Charles Gale

ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT 
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distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
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nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in

 (GeV/c)
T

p
1 2 3 4 5 6 7

)3 c
-2

 (m
b 

G
eV

3
/d

p
σ3

) o
r E

d
3 c

-2
(G

eV
3

N
/d

p
3

Ed

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410
4AuAu Min. Bias x10

2AuAu 0-20% x10

AuAu 20-40% x10

p+p

Turbide et al. PRC69

FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

D’Enteria & Peressounko, Eur. Phys. J. (2006)

Tini = 300 to 600 MeV 
  �0 = 0.15 to 0.5 fm/c  

Knowing rates alone is not enough to guarantee
predictive power or even characterization ability
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BEYOND SIMPLE SPECTRA: FLOW AND CORRELATIONS 

• Soft photons will go with the flow
• Jet-plasma photons: a negative v2

• Details will matter: flow, T(t). . .

Turbide, Gale, Fries PRL (2006)
Low pT: Chatterjee et al., PRL (2006)
All pT: Turbide et al., PRC (2008) 
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FIG. 5: (Color online) Nuclear modification factor of direct photon in central Au+Au collisions at RHIC in 2D+1 hydro, with
a scale Q = pT /

√

2 in the prompt contribution. Left panel: effect of shadowing and isospin on the prompt contribution without
medium effects. Righ panel: the effect of QGP and the scale is studied. The effect of a scale Q = pT is shown by the double
dash-dotted line, while the effect of removing all photons produced from jet-medium interactions is shown by the dashed line.
The result obtained without isospin effects is shown by the dot-dashed line. Data points are from PHENIX [29].

curve shows the nuclear modification factor evaluated with all sources described in this paper, together with the
relativistic hydrodynamics evolution. Recall that the relativistic hydrodynamics modeling is constrained by a set of
soft hadronic data [11]. The larger visible effect on the nuclear modification factor appears when jet-plasma photons
are neglected (dashed line), causing a 30% reduction at pT = 8 GeV. The jets are however allowed to loose energy
before fragmentation (like all cases in this panel). Because of the large errors, the data does not currently permit
to choose between the cases where the jet-plasma photons are present or absent. However, it is important to realize
that Rγ

AA < 1 at higher values of pT , is a direct consequences of the fragmentation photons being affected by the
energy loss of the fragmenting jet, as well as isospin effect in the nucleus-pdf. Should this trend, apparent in Figure
5, be confirmed experimentally, a quantitative link would exist between the high momentum nuclear modification
factor of photons, and that of strongly interacting particles also born out of jet fragmentation. It is important for the
same approach to reproduce both observables. Also, the large values of Rγ

AA observed at pT < 6GeV/c (right panel
of Fig. 5) are directly attributable to thermally-induced channels, in our approach. Our calculated results appear
to overestimate the central values of the measured quantities (note however that the denominator of Rγ

AA is slightly
underestimated at low pT by pQCD: correcting this will make our result correspondingly smaller), but smaller error
bars would go a long in quantifying the medium-related processes.
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FIG. 6: (Color online) Azimuthal anisotropy of direct photons in 20-40% central collisions at RHIC, within a 2D+1 hydro
model. Dashed line : jet-plasma contributions; dot-dashed line: jet-fragmentation contribution; double dot-dashed line: thermal
radiation of QGP; solid line: sum of QGP, prompt and hadronic gas contributions. The data are from Ref. [31].

We turn now to calculations and measurements of photon azimuthal anisotropy. This was discussed for low pT

photons in Ref. [28], and for high pT photons in Ref. [5]; both regions are treated here. Using Eq. (25), vγ
2 (for real
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PROGRESS IN CHARACTERIZATION TOOL:
3D VISCOUS RELATIVISTIC HYDRODYNAMICS

¢MUSIC: 3D relativistic hydro
� Ideal: Schenke, Jeon, and Gale, PRC 

(2010)
� FIC and Viscous: Schenke, Jeon, Gale, 

PRL (2011)

12

MUSIC:
(3+1)D HYDRODYNAMIC SIMULATION OF . . . PHYSICAL REVIEW C 82, 014903 (2010)

particle spectra. However, it turns out that for computing
anisotropic flow and especially higher harmonics than v2 it
is essential to determine the freeze-out surface much more
precisely. To do so, within MUSIC we employ the following
method:

We define a cube in four dimensions that may reach over
several lattice cells in every direction and over several τ
steps, and determine if and on which of the cube’s 32 edges
the freeze-out surface crosses. In this work we let the cube
extend over one lattice cell in each spatial dimension and
over ten steps in the time direction. If the freeze-out surface
crosses this cube, we use the intersection points to perform
a 3D-triangulation of the three dimensional surface element
embedded in four dimensional space. This leads to a group of
tetrahedra, each contributing a part to the hypersurface vector.
This part is of the form

d"n
µ = εµαβγ AαBβCγ /6, (59)

where A, B, and C are the three vectors that span the
tetrahedron n. The factor 1/6 normalizes the length of
the vector to the volume of the tetrahedron. We demand
that the resulting vector points into the direction of lower
energy density, i.e., outwards. The vector-sum of the found
tetrahedra determines the full surface-vector in the given
hypercube.

Depending on where the freeze-out surface crosses the
edges, the structure may be fairly simple (e.g., eight crosses,
all on edges in x direction) or rather involved (crossings on
edges in many different directions). The current algorithm is
close to perfect and fails to construct hyper-surface elements
only in very rare cases. Typically these are cases when the
surface crosses the cube in many different directions, e.g., in
the ηs , x, and τ direction. However, even for these cases a
full reconstruction can usually be achieved and the algorithm
was found to succeed in determining the volume element
in ∼99% of the cases for the studied systems. The ∼1%
of surface elements that could not be fully reconstructed
usually miss only one tetrahedron. Because one typocally
needs between eight and 20 tetrahedra to reconstruct a cell,
the error introduced by missing one tetrahedron in the 1%
of the cells lies between 5 and 15%. Considering the high
complexity of the triangulation procedure in four dimensions,
this is a very satisfactory result.

VII. RESULTS

To obtain results for particle spectra, we first compute the
thermal spectra of all particles and resonances up to ∼2 GeV
using Eq. (48) and then perform resonance decays using
routines from AZHYDRO [21,85,92,93] that we generalized
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at
central collisions using different equations of state [thin lines:
AuAu-1 (EOS-Q), thick lines: AuAu-3 (EOS-L)] compared to
0–5% central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

to three dimensions. Unless indicated otherwise, all shown
results include the resonance feed-down. Typically, the used
time step size is )τ ≈ 0.01 fm/c, and the spatial grid spacings
are )x = )y = 0.08 fm, and )ηs = 0.3. This is significantly
finer than in previous 3+1D simulations: [94] for example uses
)τ = 0.3 fm/c, )x = )y = 0.3 fm, and )ηs = 0.3. The
possibility to use such fine lattices is an improvement because
it is mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large lattices
is that in the KT scheme the numerical viscosity decreases
with increasingly fine lattices (see the Appendix). The spatial
extend of the lattice used in the following calculations is 20 fm
in the x and y direction, and 20 units of rapidity in the ηs

direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spectra for
identified particles in Au+Au collisions at

√
s = 200 GeV

compared to data from PHENIX [95]. The used parameters
are indicated in Table I. They were obtained by fitting the data
at most central collisions.

We reproduce both pion and kaon spectra well. The model
assumption of chemical equilibrium to very low temperatures
leads to an underestimation of the antiproton spectrum. The
overall shape is however well reproduced, even more so with
the EOS-L that leads to flatter spectra [86].

One way to improve the normalization of the proton and
anti-proton spectra (as well as those of multistrange baryons)
is to employ the partial chemical equilibrium model (PCE)
[32,85,96], which introduces a chemical potential below a
hadron species dependent chemical freeze-out temperature.
Note that the initial time was set to τ0 = 0.4 fm/c when using

TABLE I. Parameter sets.

set EoS τ0 [fm] ε0 [GeV/fm3] ρ0 [1/fm3] εFO [GeV/fm3] TFO [MeV] α ηflat ση

AuAu-1 EOS-Q 0.55 41 0.15 0.09 ≈130 0.25 5.9 0.4
AuAu-2 EOS-Q 0.55 35 0.15 0.09 ≈130 0.05 6.0 0.3
AuAu-3 EOS-L 0.4 55 0.15 0.12 ≈137 0.05 5.9 0.4

014903-7

BJÖRN SCHENKE, SANGYONG JEON, AND CHARLES GALE PHYSICAL REVIEW C 82, 014903 (2010)

 0

 200

 400

 600

 800

 1000

 1200

-6 -4 -2  0  2  4  6

dN
/d

η

η

 PHOBOS 0-6% 
 PHOBOS 6-15% 
 PHOBOS 15-25% 
 PHOBOS 25-35% 
 AuAu-3 (EOS-L) 
 AuAu-1 (EOS-Q) 

FIG. 2. (Color online) Centrality dependence of pseudorapidity
distribution compared to PHOBOS data [97]. From top to bottom,
the used average impact parameters are b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm.

the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.

Next, we show the pseudorapidity distribution of charged
particles at different centralities compared to PHOBOS data
[97] in Fig. 2. The only parameter that changes in going to
larger centrality classes is the impact parameter. Experimental
data are well reproduced also for semicentral collisions,
showing that the results mostly depend on the collision geom-
etry. The used impact parameters, b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm, were obtained using the optical
Glauber model and correspond to the centrality classes used
by PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Deviations
occur for more peripheral collisions because the soft collective
physics described by hydrodynamics becomes less important
compared to jet physics in peripheral events. However, we find
smaller deviations than [47].

In Fig. 4 we present results for the average transverse
momentum of pions and kaons as a function of pseudorapidity
in central collisions. We compare with 0–5% central data by
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BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].
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results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.
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particle spectra. However, it turns out that for computing
anisotropic flow and especially higher harmonics than v2 it
is essential to determine the freeze-out surface much more
precisely. To do so, within MUSIC we employ the following
method:

We define a cube in four dimensions that may reach over
several lattice cells in every direction and over several τ
steps, and determine if and on which of the cube’s 32 edges
the freeze-out surface crosses. In this work we let the cube
extend over one lattice cell in each spatial dimension and
over ten steps in the time direction. If the freeze-out surface
crosses this cube, we use the intersection points to perform
a 3D-triangulation of the three dimensional surface element
embedded in four dimensional space. This leads to a group of
tetrahedra, each contributing a part to the hypersurface vector.
This part is of the form

d"n
µ = εµαβγ AαBβCγ /6, (59)

where A, B, and C are the three vectors that span the
tetrahedron n. The factor 1/6 normalizes the length of
the vector to the volume of the tetrahedron. We demand
that the resulting vector points into the direction of lower
energy density, i.e., outwards. The vector-sum of the found
tetrahedra determines the full surface-vector in the given
hypercube.

Depending on where the freeze-out surface crosses the
edges, the structure may be fairly simple (e.g., eight crosses,
all on edges in x direction) or rather involved (crossings on
edges in many different directions). The current algorithm is
close to perfect and fails to construct hyper-surface elements
only in very rare cases. Typically these are cases when the
surface crosses the cube in many different directions, e.g., in
the ηs , x, and τ direction. However, even for these cases a
full reconstruction can usually be achieved and the algorithm
was found to succeed in determining the volume element
in ∼99% of the cases for the studied systems. The ∼1%
of surface elements that could not be fully reconstructed
usually miss only one tetrahedron. Because one typocally
needs between eight and 20 tetrahedra to reconstruct a cell,
the error introduced by missing one tetrahedron in the 1%
of the cells lies between 5 and 15%. Considering the high
complexity of the triangulation procedure in four dimensions,
this is a very satisfactory result.

VII. RESULTS

To obtain results for particle spectra, we first compute the
thermal spectra of all particles and resonances up to ∼2 GeV
using Eq. (48) and then perform resonance decays using
routines from AZHYDRO [21,85,92,93] that we generalized
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at
central collisions using different equations of state [thin lines:
AuAu-1 (EOS-Q), thick lines: AuAu-3 (EOS-L)] compared to
0–5% central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

to three dimensions. Unless indicated otherwise, all shown
results include the resonance feed-down. Typically, the used
time step size is )τ ≈ 0.01 fm/c, and the spatial grid spacings
are )x = )y = 0.08 fm, and )ηs = 0.3. This is significantly
finer than in previous 3+1D simulations: [94] for example uses
)τ = 0.3 fm/c, )x = )y = 0.3 fm, and )ηs = 0.3. The
possibility to use such fine lattices is an improvement because
it is mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large lattices
is that in the KT scheme the numerical viscosity decreases
with increasingly fine lattices (see the Appendix). The spatial
extend of the lattice used in the following calculations is 20 fm
in the x and y direction, and 20 units of rapidity in the ηs

direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spectra for
identified particles in Au+Au collisions at

√
s = 200 GeV

compared to data from PHENIX [95]. The used parameters
are indicated in Table I. They were obtained by fitting the data
at most central collisions.

We reproduce both pion and kaon spectra well. The model
assumption of chemical equilibrium to very low temperatures
leads to an underestimation of the antiproton spectrum. The
overall shape is however well reproduced, even more so with
the EOS-L that leads to flatter spectra [86].

One way to improve the normalization of the proton and
anti-proton spectra (as well as those of multistrange baryons)
is to employ the partial chemical equilibrium model (PCE)
[32,85,96], which introduces a chemical potential below a
hadron species dependent chemical freeze-out temperature.
Note that the initial time was set to τ0 = 0.4 fm/c when using

TABLE I. Parameter sets.

set EoS τ0 [fm] ε0 [GeV/fm3] ρ0 [1/fm3] εFO [GeV/fm3] TFO [MeV] α ηflat ση

AuAu-1 EOS-Q 0.55 41 0.15 0.09 ≈130 0.25 5.9 0.4
AuAu-2 EOS-Q 0.55 35 0.15 0.09 ≈130 0.05 6.0 0.3
AuAu-3 EOS-L 0.4 55 0.15 0.12 ≈137 0.05 5.9 0.4
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the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.

Next, we show the pseudorapidity distribution of charged
particles at different centralities compared to PHOBOS data
[97] in Fig. 2. The only parameter that changes in going to
larger centrality classes is the impact parameter. Experimental
data are well reproduced also for semicentral collisions,
showing that the results mostly depend on the collision geom-
etry. The used impact parameters, b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm, were obtained using the optical
Glauber model and correspond to the centrality classes used
by PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Deviations
occur for more peripheral collisions because the soft collective
physics described by hydrodynamics becomes less important
compared to jet physics in peripheral events. However, we find
smaller deviations than [47].

In Fig. 4 we present results for the average transverse
momentum of pions and kaons as a function of pseudorapidity
in central collisions. We compare with 0–5% central data by
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BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.
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BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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(2π )3

1
exp[(uµ pµ − µ) /T ] ±1

f → f0 +δ f , δ f = f0 (1± (2π )
3 f0 )p

α pβπαβ
1

2(ε + P)T 2

+ QGP Photons

In-medium hadrons:

q0
d 3R
d 3q

=
d 3p1

2(2π )3E1
d 3p2

2(2π )3E2
d 3p3

2(2π )3E3
(2π )4 M 2 δ 4 (...)∫

f (E1) f (E2 ) 1± f (E3)[ ]
2(2π )3

One considers all the reaction and radiative decay channels of external 
state combinations of:

{π ,K ,ρ,K *,a1} With hadronic form factors
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THE NET THERMAL PHOTON YIELD

¢Viscous corrections make 
the spectrum harder, 
≈100% at pT = 4 GeV.

¢Increase in the slope of 
≈15% at pT = 2 GeV.

¢Extracting the viscosity 
from the photon spectra 
will be challenging

¢Once pQCD photons are 
included: a few % effect 
from viscosity

¢More work is still needed 
to properly include all 
photon sources in a 
consistent way 16
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FIG. 7. (Color online) The net thermal photon yield, from QGP and HG sources. The ideal spectrum (i.e. using an ideal
hydrodynamics background), and the viscous spectrum (using a viscous hydrodynamics background and corrected microscopic
distribution functions) are shown as a solid and dotted line, respectively.
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is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v

2

is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v

3

at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of
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the event-by-event fluctuations on photon observables.
For initial conditions that are not smooth, it is important to specify how the reaction plane is determined. The

“participant plane” [42] is used here. Namely, one calculates event-by-event the angle  
2

with respect to the reaction
plane defined by the impact parameter:

 

2

=
1

2
arctan

✓

hr2 sin(2�)i
hr2 cos(2�)i

◆

(10)

where the averages are over wounded nucleon positions, (r,�), in the transverse plane. The angle  
2

then goes into
the evaluation of v

2

, with  
2

replacing  
r

in Eq. (1). Note that the initial eccentricity is maximized by the choice of
this participant plane. The studies performed here used ensembles of 50 events, leading to uncertainties of the order
of 5% on thermal photon spectra, and of the order of 15% on thermal photon v

2

. The precise value of these variations
is of course p

T

-dependent, but we find that elliptic flow does depend more strongly on the initial structure of the
energy density distribution than the momentum spectrum.

As already observed for hadrons [43] and more recently for photons [44], the lumpy initial states lead to a yield
enhancement. Again, the QGP and HG contributions are calculated separately. They are shown in the two panels
of Figure 10, and the quantitative importance of the enhancement can be judged there. As done previously, only
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FIG. 10. (Color online) The thermal photon yield, showing the e↵ect of FICs. The left panel shows the contribution from the
QGP, the right panel that of the HG. Note that the curve labeled “FIC” also includes all viscous corrections (time evolution
and �f)

this time with FICs, we plot the thermal photon v

2

for QGP and HG. This is shown in Figure 11. Finally, the net
photon spectrum and v

2

are shown in Figure 12. Clearly, in the centrality range studies in this work, the hot spots
and large gradients generated by the fluctuating initial conditions lead to a harder photon spectrum and to a larger
elliptic flow, and this remains true with the inclusion of a finite shear viscosity to entropy density ratio.

QGP

HG

M. Dion et al., PRC 2011
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¢The net elliptic flow is a 
weighted average. A larger QGP 
yield will yield a smaller v2. 
Same story - mutatis mutandis -
for the HG

¢The turnover at pT ≈ 2 GeV is 
QGP-driven (*)

¢The net effect of viscous 
corrections makes the photon 
elliptic flow smaller, as it does 
for hadrons
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energy density distribution than the momentum spectrum.
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this time with FICs, we plot the thermal photon v

2

for QGP and HG. This is shown in Figure 11. Finally, the net
photon spectrum and v

2

are shown in Figure 12. Clearly, in the centrality range studies in this work, the hot spots
and large gradients generated by the fluctuating initial conditions lead to a harder photon spectrum and to a larger
elliptic flow, and this remains true with the inclusion of a finite shear viscosity to entropy density ratio.
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from equilibrium) appeared in Ref. [33], and a viscosity-corrected rate (to first order in �f) was obtained recently in
[34], assuming forward-scattering dominance of the photon-producing reaction. The rates reported here are obtained
through a numerical integration of Eq. (8) with out-of-equilibrium distribution functions (Eq. (7)). The integrations
span the entire accessible phase space, carefully avoiding divergences as prescribed in Ref. [32]. Appropriate quantum
statistics have been used.

B. Photon emission from the hadronic gas

As the ensemble of partons thermalizes (totally or partially) and then expands and cools, it hadronizes into an
ensemble of colorless hadrons called here the hadronic gas (HG) which continues to expand and to cool even more.
The HG thermal electromagnetic emissivity has been characterized in Ref. [35]. Following that reference, a Massive
Yang-Mills (MYM) model is used to model the interactions between light pseudoscalars, vector and axial vector
mesons. The set we consider contains the elements {⇡,K, ⇢,K

⇤
, a

1

}, and the most important photon-producing rates
are ⇡ + ⇢ ! ⇡ + �, ⇡ + ⇡ ! ⇢ + �, ⇡ + K

⇤ ! K + �, ⇡ + K ! K

⇤ + �, ⇢ + K ! K + �, K⇤ + K ! ⇡ + �.
Two-body photon-production processes dominate the phase space for photon transverse momenta above 0.5 GeV [35].
All isospin-allowed channels are considered.

The viscous corrections also demand a complete recalculation of the HG photon rates, by including the corrected
distribution functions - see Eq. (7) - in all the relevant rate equations. Note that corrections of order �f2 are neglected
for consistency, as are corrections to Pauli-blocking or Bose-enhancement e↵ects. These corrections are found to be
small. The Appendix outlines the procedure for correcting the electromagnetic emissivities, allowing for viscous e↵ects
in the hadronic distribution functions.

IV. RESULTS

A. Viscous corrections: generalities

For both cases discussed in the previous section (QGP and HG), rates for “viscous photons” were not shown. In
fact, those require detailed dynamical information as they depend on the details of ⇡µ⌫ and of its time evolution as
specified by Eqs. (7) and (5). It is thus appropriate to examine this quantity here, and this is done in Figure 4, in
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FIG. 4. (Color online) Left panel: The time evolution of di↵erent components of the local ⇡µ⌫ tensor, divided by ⌘. Right
panel: The time evolution of the diagonal elements of ⇡ij (scaled by ⌘), and also that of the trace of the viscous tensor. The
calculations are done for a fluid cell at x = y = 2.5 fm, and z = 0, and the impact parameter is b = 4.47 fm.

the rest frame of a fluid cell; note that there ⇡

tt is 0. At the initial time, the viscous corrections are non-existent,
as we initialize the viscous pressure tensor to zero. They build up quickly, and then decay back to zero. Right after
the initial time, the magnitude of the zz component is larger than the other two diagonal ones by roughly a factor of
2, and this fact persists up to late times. The relative sign of ⇡

zz

can be understood from the fact that ⇡

ij

should
be traceless in the fluid rest frame (c.f. Eqs. (5, 6)). Note that this requirement was not enforced explicitly at each
step of the calculation. The preservation of this trace then reflects the stability of the numerics: see the right panel
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INITIAL STATE FLUCTUATIONS: MC GLAUBER 
INITIALIZATION

¢Sample the nucleon locations from the nuclear density 
profile (with or without the shell effect deformations)

¢Identify the colliding partners (                   )
¢Having identified the wounded nucleons, ascribe an 

energy distribution at each site, with a Gaussian 
width      .  
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FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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200 events each. Experimental data from PHENIX [58].

Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-

6

 0.3
 0.35
 0.4

 0.45
 0.5

 0.55
 0.6

 0.65
 0.7

-4 -2  0  2  4

π+  〈p
T〉

 [G
eV

]

y

 ideal 
 η/s=0.08 
 η/s=0.08 no δf 

FIG. 6. (Color online) Positive pion average pT as a function
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ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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200 events each. Experimental data from PHENIX [58].

Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-

6

 0.3
 0.35
 0.4

 0.45
 0.5

 0.55
 0.6

 0.65
 0.7

-4 -2  0  2  4

π+  〈p
T〉

 [G
eV

]

y

 ideal 
 η/s=0.08 
 η/s=0.08 no δf 
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and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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THE EFFECT OF FIC ON THE THERMAL PHOTON 
SPECTRUM

¢FIC produces higher 
initial T (hot spots), 
and higher initial 
gradients

¢FIC conditions are 
demanded by 
hadronic data (vodd)

¢These lead to a 
harder spectrum, as 
for hadrons
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ALL TOGETHER: FIC + VISCOSITY

¢Combined with viscous 
corrections, FIC yield an 
enhancement by ≈5 @ 4 GeV, 
and ≈2 @ 2 GeV

¢Temperature estimated by 
slopes can vary considerably

¢A combination of hot spots 
and blue shift hardens 
spectra

¢Once pQCD photons are 
included: only modest 
changes
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v

2

from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡

0. This large photon elliptic flow is a challenge to most approaches, but may contain

Net spectrum
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FICS AND THERMAL PHOTON V2
¢FICs enhance v2 in this 

centrality class (0-20%), as for 
hadrons

¢For hadrons measured in 
events belonging to large 
centrality, FICs will decrease 
v2

¢HG elliptic flow is much larger 
than QGP elliptic flow, but 
remember net v2 is a weighted 
average
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v
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from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡
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Net v2

¢Net v2 is comparable in size to 
that with ideal medium. 

PROGRESS
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PHOTON V2 DATA?

¢New data is higher than calculation, even with e-b-e 
initial state fluctuations, and ideal hydro

¢Size comparable with HG v2 26
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PHOTON V2 DATA?

¢New data is higher than calculation, even with e-b-e 
initial state fluctuations, and ideal hydro

¢Size comparable with HG v2 26
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CAN THE DATA TEACH US ABOUT DYNAMICS?

27

5

IV. DIRECT-PHOTON SPECTRA

We start the comparison of our theoretical calculations
of direct photons to data at RHIC with the absolute
yields in the transverse-momentum (qt spectra). Let us
first illustrate the quantitative effect of updating the ra-
dial expansion starting from our original predictions in
Ref. [9].3 In the latter, a transverse acceleration of the
fireball surface of aT = 0.053c2/fm had been assumed,
which, together with a fireball lifetime of 15 fm/c, leads
to a surface velocity of βs ! 0.62 and a freezeout tem-
perature of Tfo = 108 MeV for Au-Au collisions in the
0-20% centrality bin (Npart = 280 and Ncoll = 765). The
pertinent photon spectra, displayed in the upper panel of
Fig. 4, closely resemble the results of Fig. 12 in Ref. [9].4

A window of QGP-radiation dominance is present for
qt ! 1.5-3 GeV.

The situation changes somewhat with an update per-
formed in 2007 triggered by the analysis of NA60 dilep-
tons at the SPS, specifically in the context of their qt-
spectra. The fireball acceleration was increased to aT =
0.08-0.1c2/fm to better reproduce hadron spectra, which
also allowed for a significantly improved description of
the slope parameters in the dilepton qt spectra [10]. It
was also checked that the agreement with the WA98
direct-photon spectra at SPS [36], as found in Ref. [9],
was not distorted (see, e.g., Fig. 23 in Ref. [1]). At RHIC,
the pertinent fireball of lifetime τ ! 15 fm/c results in
a freezeout temperature of Tfo = 98 MeV with a surface
transverse flow of βs = 0.77. The consequences for the
direct-photon spectra, using the same thermal emission
rates and fireball chemistry as before, are illustrated in
the middle panel of Fig. 4: while the spectral distribution
of the QGP radiation is barely affected, the hadronic ra-
diation spectrum becomes noticeably harder, thus shift-
ing the crossing with the QGP part up to qt ! 1.8 GeV.
In combination with an improved estimate of the pri-
mordial emission, adjusted to then available PHENIX pp
data, the QGP window shrinks appreciably, with a max-
imum fraction of ca. 42% of the total at qt ! 2.1 GeV.

Finally, recent systematic analyses of light-hadron

3 For simplicity we will use for this purpose a cylindrically sym-
metric fireball (no v2) and apply an average boost of 70% of
the fireball surface flow to the photon spectra in the rest frame,
〈β〉 = 0.7βs.

4 We note that in Figs. 12 and 13 of Ref. [9] the contribution
labeled “Hadron Gas” only includes the in-medium ρ spectral
function part, not the meson-gas contributions also calculated
in there. Unfortunately, we recently realized that the spectral
function part in the photon spectra at RHIC and LHC (Figs. 12
and 13 in Ref. [9]) was computed with the spin-averaged ρ prop-
agator, Dρ = (2DT

ρ +DL
ρ )/3, which, at the photon point (where

the transverse part, DT
ρ , should be used), is by a factor of 2/3

too small. It was done correctly in the rate plots and for the SPS
calculations shown in Ref. [9]. In the present work we refer to
the “Hadron Gas” emission as the sum of spectral-function and
meson-gas contributions.
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FIG. 4: (Color online) The impact of an increasingly strong
radial flow in an expanding fireball model on direct-photon
spectra in 0-20% central Au-Au collisions at RHIC. The
transverse fireball acceleration increases from 0.053/fm (up-
per panel, corresponding to Ref. [9]) via 0.08 (middle panel;
see Refs. [1, 10]) to 0.12/fm (lower panel). The same QGP
and hadronic emission rates have been used in all cases, while
the primordial contribution has been upscaled in the middle
and lower panel. As a benchmark, we also show the pertinent
PHENIX data [7].

spectra by the STAR collaboration [32] requires an even
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FIG. 5: (Color online) Comparison of our calculated direct-photon spectra (left panels) and their elliptic-flow coefficient (right
panels) from an elliptically expanding fireball model with QGP and hadronic radiation, supplemented with primordial emission,
to PHENIX data [7, 11] in 0-20% (upper panels) and 20-40% (lower panels) central Au-Au(

√
s = 200 AGeV) collisions. Models

(a) and (b) in the right panels refer to the use of the pQCD parameterization and the PHENIX fit for primordial production,
respectively (in the left panels, only model (a) is displayed).

harder expansion, to reach a thermal freezeout configu-
ration at Tfo ! 90-95 MeV and 〈β〉 ! 0.59 for central
Au-Au collisions. This can be achieved in the fireball
model by a further increase of the acceleration to aT =
0.12 c2/fm at a slightly reduced lifetime of τ ! 14 fm/c.
As expected, for the direct-photon spectra this implies
a further hardening of the hadronic emission and thus
an additional squeezing of the QGP window to a small
region around qt ! 2.4 GeV, cf. lower panel of Fig. 4.
The increasing transverse flow of the three fireballs also
seems to improve the description of the PHENIX direct-
photon spectra, although that was not the objective of
this exercise.

The final (third) fireball setup has been refined by im-
plementing realistic ellipticities and an explicit linearly
increasing flow profile in the transverse boost of the pho-
ton emission rate. The corresponding comparisons to
hadronic data have been discussed in the previous sec-
tion. The resulting direct-photon qt spectra from thermal

QGP and hadronic sources, supplemented with an Ncoll-
scaled primordial contribution, are compared to PHENIX
data in the 0-20% and 20-40% centrality classes of Au-
Au(

√
s = 200AGeV) in the two left panels of Fig. 5.

The more central data set is fairly well reproduced, even
though there appears to be a slight underestimation of
the datum at the lowest qt ! 1.2 GeV. The inclusion
of the full transverse-flow profile leads to a further hard-
ening of the hadronic component relative to the lower
panel in Fig. 4, while the QGP component is essentially
unaffected, even at the highest qt (continuing the con-
stant trend of the three panels in Fig. 4). This means
that the high-qt QGP radiation is entirely determined by
the earliest radiation, where no flow has built up yet; the
subsequent QGP flow cannot overcome the softening due
to the decreasing temperature. This further implies a
significant dependence of the high-qt QGP yield on the
thermalization time (a quantitative example will be dis-
cussed at the end of Sec. V). On the other hand, hadronic

van Hees, Rapp, Gale PRC (2011)

0-20%

20-40%
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SOME FACTS AND SOME LEADS

¢FICs are here to stay. The meaning of “initial 
temperature” is altered.

¢Need to explore hydro initialization and parameters. This 
requires consistency with the hadronic data.

¢Making the QGP signal larger will decrease the v2. 
Including the T=0 photons, will decrease v2.

¢Non-zero initial shear tensor? Primordial flow?

28
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WHAT ABOUT DILEPTONS?
THERMAL DILEPTON SPECTRUM, AND ELLIPTIC FLOW

¢Additional degree of freedom: M and pT may be varied 
independently

29

v2 (M , pT ,b) =
dφ cos(2φ) d 4N

dM 2dy pTdpTdφ∫
dφ d 4N

dM 2dy pTdpTdφ∫

Chatterjee, Srivastava, Heinz, Gale, PRC (2007)

Why Electromagnetic Probes?

�, `±: only e. m.
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whole matter evolution
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THERMAL DILEPTON SOURCES, QGP
¢HTL at finite momentum:

30

TURBIDE, GALE, SRIVASTAVA, AND FRIES PHYSICAL REVIEW C 74, 014903 (2006)

space-like region is [31]

Disc!(ω, |!q|) = −iπCF g2
s

∫
d3p2

(2π )3E2E3
p/3

{
δ(ω − E3 + E2)

× fFD(E3)(1 + fBE(E2)) + δ(ω + E3 − E2)

× fBE(E2)(1 − fFD(E3))
}
f −1

FD (ω). (32)

Equations (30), (31) and (32) lead to

E
dR

γ ∗

ktbc

d3p
= 3ie2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫
d3q

8(2π )6E1

× δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× Tr[4p/1S
∗
D(q)Disc!(ω, |!q|)SD(q)] (33)

We can use the relation

S∗
D(q)Disc!(ω, |!q|)SD(q) = Disc (−iSD(q)) (34)

which holds given that D±(q) = D∗
±(q∗). This is indeed the

case as can be inferred from the definition of D±, Eqs. (6)
and (8). For ω2 − |!q|2 < 0, we use Eqs. (11), (12), and (22) to
express the right hand side as

Disc (−iSD(q)) = − (γ 0 − γ̂ · q̂)
2

Disc
1

D+(q)

− (γ 0 + γ̂ · q̂)
2

Disc
1

D−(q)

= −i(γ 0 − γ̂ · q̂)Im
1

D+(q)

− i(γ 0 + γ̂ · q̂)Im
1

D−(q)
= −iπ (γ 0 − γ̂ · q̂)β+(ω, |!q|)

− iπ (γ 0 + γ̂ · q̂)β−(ω, |!q|). (35)

Using the latter result in Eq. (33) and carrying out the trace,
we find that

E
dR

γ ∗

ktbc

d3p
= 3e2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|!q|2d|!q|
(2π )5

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(ω, |!q|)(1 − q̂ · p̂1)

+β−(ω, |!q|)(1 + q̂ · p̂1)]((E1 − |!q|) (36)

As before, we have introduced the term ((E1 − |!q|) as we
consider only the region where HTL may be important.
The dilepton pair production rate for the process shown in
Figs. 4(b) and 4(c) is

dRe+e−

ktbc

d4p
= 2α

3πM2
E

dR
γ ∗

ktbc

d3p

= 2α2

π2M2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|!q|2 d |!q|
(2π )3

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(w, |!q|)(1 − q̂ · p̂1)

+β−(w, |!q|)(1 + q̂ · p̂1)]((E1 − |!q|). (37)

Upon adding Eqs. (28) and (37), we reproduce the result
from Eq. (18), when the particle associated to E1 is thermal,
i.e., f q+q̄(E1) → 2fFD(E1). This proves that both methods,
finite-temperature field theory and the relativistic kinetic
formalism, lead to the same result.

We now briefly compare our approach with the method
used by Thoma and Traxler in Ref. [25]. They have calculated
the photon self-energy shown in Fig. 3 with an imposed
cutoff ks ' T on the momentum |!q| in the loop-integral,
such that 0 ! |!q| ! ks . They then added the Compton scattering
and annihilation processes coming from cutting the two-loop
photon self-energy without HTL propagators or HTL vertices.
Those two latter process have an infrared divergence, which
is regulated by imposing a low value cutoff ks for the
exchange momentum. When adding all those processes, the
final production rate is infrared safe and independent of
ks . They have also calculated the α2αs contribution coming
from the pole of the effective quark propagator in Fig. 3.
However in their approach, the information about the parton
phase space distribution is lost, i.e., it is not possible at the
end to make the substitution f q+q̄ → f

q+q̄
jet . Here, we only

consider the one-loop diagram from Fig. 3, but we use the
dressed propagator SD(q) up to the scale |!q| = kc, where kc

corresponds to E1 due to the θ (E1 − |!q|) function. With this
method we do not have to specify the shape of f q+q̄ until
the end of the calculation. We have verified that our numerical
result depends only weakly on the scale kc. For example, taking
kc = 0.6 × E1 reduces the production rate by ∼20%.

Figure 6 shows, for f q+q̄(E1) → 2fFD(E1), the different
sources of dileptons at a temperature T = 300 MeV. In all
cases, the particle with energy E1 corresponds to a pole with
positive χ . The pole-pole contributions are shown by the
dot-dashed and the short-dashed lines. They correspond to
the diagram in Fig. 4(a). The annihilation of two partons with
positive helicity over chirality ratio, χ = 1, (dotted-dashed
line) dominates at high invariant mass. For M > 1 GeV
it converges toward the Born term (dotted line) obtained

0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4
M (GeV)

10
-16

10
-15

10
-14

10
-13

10
-12

dR
e+ e- /d

E
d3 p

1-loop, no HTL
pole-pole, 1+q-→γ
cut-pole
pole-pole, 1+q+→γ
sum
Thoma-Traxler

p=4 GeV
T=0.3 GeV

FIG. 6. (Color online) Production rate of dileptons with momen-
tum p = 4 GeV, from thermally induced reactions, at a temperature
T = 300 MeV and for αs = 0.3. Dotted line: Born term; short-dashed
line: pole-pole contribution with particles having negative helicity
over chirality ratio χ and dot-dashed line: pole-pole contribution with
particles having positive helicity over chirality ratio χ ; long-dashed
line: cut-pole contribution; solid line: sum of all processes; and double
dot-dashed line: Born term plus α2αs contributions from Ref. [25].

014903-6

Turbide, Gale, Srivastava, Fries PRC (2006)
¢Non-perturbative estimate:

In Fig. 12 we show the thermal dilepton rate calculated
from Eq. (2.14) for two massless ðu; dÞ flavors. We use the
results obtained with our Breit-Wigner plus continuum fit
ansatz, Eq. (5.2), as well as results obtained with a trun-
cated continuum term. For the latter we use the case,
!0=T ¼ 1:5, !!=T ¼ 0:5, which gave a !2=d:o:f of about
1. These results are compared to a dilepton spectrum
calculated within the hard thermal loop approximation
[12] using a thermal quark mass mT=T ¼ 1. Obviously
the results are in good agreement for all!=T * 2. For 1 &
!=T & 2 differences between the HTL spectral function
and our numerical results is about a factor two, which also
is the intrinsic uncertainty in our spectral analysis. At
energies !=T & 1 the HTL results grow too rapidly, as is
well known.

In the limit ! ! 0 the results for "iið!Þ=!, and thus
also for the electrical conductivity, are sensitive to the
choice of fit ansatz. Within the class of Ansätze used by
us a small value of "iið!Þ=! seems to be favored. Our
current analysis suggests

2 & lim
!!0

"iið!Þ
!T

& 6 at T ’ 1:45Tc: (6.1)

This translates into an estimate for the electrical conduc-
tivity

1=3 &
1

Cem

#

T
& 1 at T ’ 1:45Tc: (6.2)

Using Eq. (2.15) this yields for the zero energy limit of the
thermal photon rate:4

lim
!!0

!
dR$

d3p
¼ ð0:0004–0:0013ÞT2

c ’ ð1–3Þ $ 10%5 GeV2

at T ’ 1:45Tc: (6.3)

VII. CONCLUSIONS

At a fixed value of the temperature, T ’ 1:45Tc, we have
performed a detailed analysis of vector correlation func-
tions in the high temperature phase of quenched QCD. A
systematic analysis at different values of the lattice cutoff
combined with an analysis of finite volume and quark mass
effects allowed us to extract the vector correlation function
in the continuum limit for a large interval of Euclidean
times, 0:2 & %T & 0:5. In this interval the correlation
function has been determined to better than 1% accuracy.
Furthermore, we determined its curvature at the midpoint
of the finite temperature Euclidean time interval,
%T ¼ 1=2.
We analyzed the continuum extrapolated vector corre-

lation functions using several fit Ansätze that differ in
their low momentum structure. We find that the vector
correlation function is best fitted by a simple ansatz
that is proportional to a free spectral function plus a
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FIG. 12 (color online). Thermal dilepton rate in 2-flavor QCD (left). Shown are results from fits without a cutoff on the continuum
contribution (!0=T ¼ 0) and with the largest cutoff tolerable in our fit ansatz (!0=T ¼ 1:5). The HTL curve is for a thermal quark
mass mT=T ¼ 1 and the Born rate is obtained by using the free spectral function. The right-hand part of the figure shows the spectral
functions that entered the calculation of the dilepton rate.

4Here we used Tc ’ 165 MeV. This is a value relevant for
QCD with 2 light quarks rather than the critical temperature for a
pure SU(3) gauge theory.

THERMAL DILEPTON RATE AND ELECTRICAL . . . PHYSICAL REVIEW D 83, 034504 (2011)

034504-15

Ding et al.,  PRD (2011)
No single calculation 
covers the entire 
dilepton kinematical 
phase space

∴
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THERMAL DILEPTON SOURCES, QGP
¢HTL at finite momentum:
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space-like region is [31]

Disc!(ω, |!q|) = −iπCF g2
s

∫
d3p2

(2π )3E2E3
p/3

{
δ(ω − E3 + E2)

× fFD(E3)(1 + fBE(E2)) + δ(ω + E3 − E2)

× fBE(E2)(1 − fFD(E3))
}
f −1

FD (ω). (32)

Equations (30), (31) and (32) lead to

E
dR

γ ∗

ktbc

d3p
= 3ie2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫
d3q

8(2π )6E1

× δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× Tr[4p/1S
∗
D(q)Disc!(ω, |!q|)SD(q)] (33)

We can use the relation

S∗
D(q)Disc!(ω, |!q|)SD(q) = Disc (−iSD(q)) (34)

which holds given that D±(q) = D∗
±(q∗). This is indeed the

case as can be inferred from the definition of D±, Eqs. (6)
and (8). For ω2 − |!q|2 < 0, we use Eqs. (11), (12), and (22) to
express the right hand side as

Disc (−iSD(q)) = − (γ 0 − γ̂ · q̂)
2

Disc
1

D+(q)

− (γ 0 + γ̂ · q̂)
2

Disc
1

D−(q)

= −i(γ 0 − γ̂ · q̂)Im
1

D+(q)

− i(γ 0 + γ̂ · q̂)Im
1

D−(q)
= −iπ (γ 0 − γ̂ · q̂)β+(ω, |!q|)

− iπ (γ 0 + γ̂ · q̂)β−(ω, |!q|). (35)

Using the latter result in Eq. (33) and carrying out the trace,
we find that

E
dR

γ ∗

ktbc

d3p
= 3e2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|!q|2d|!q|
(2π )5

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(ω, |!q|)(1 − q̂ · p̂1)

+β−(ω, |!q|)(1 + q̂ · p̂1)]((E1 − |!q|) (36)

As before, we have introduced the term ((E1 − |!q|) as we
consider only the region where HTL may be important.
The dilepton pair production rate for the process shown in
Figs. 4(b) and 4(c) is

dRe+e−

ktbc

d4p
= 2α

3πM2
E

dR
γ ∗

ktbc

d3p

= 2α2

π2M2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|!q|2 d |!q|
(2π )3

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(w, |!q|)(1 − q̂ · p̂1)

+β−(w, |!q|)(1 + q̂ · p̂1)]((E1 − |!q|). (37)

Upon adding Eqs. (28) and (37), we reproduce the result
from Eq. (18), when the particle associated to E1 is thermal,
i.e., f q+q̄(E1) → 2fFD(E1). This proves that both methods,
finite-temperature field theory and the relativistic kinetic
formalism, lead to the same result.

We now briefly compare our approach with the method
used by Thoma and Traxler in Ref. [25]. They have calculated
the photon self-energy shown in Fig. 3 with an imposed
cutoff ks ' T on the momentum |!q| in the loop-integral,
such that 0 ! |!q| ! ks . They then added the Compton scattering
and annihilation processes coming from cutting the two-loop
photon self-energy without HTL propagators or HTL vertices.
Those two latter process have an infrared divergence, which
is regulated by imposing a low value cutoff ks for the
exchange momentum. When adding all those processes, the
final production rate is infrared safe and independent of
ks . They have also calculated the α2αs contribution coming
from the pole of the effective quark propagator in Fig. 3.
However in their approach, the information about the parton
phase space distribution is lost, i.e., it is not possible at the
end to make the substitution f q+q̄ → f

q+q̄
jet . Here, we only
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Turbide, Gale, Srivastava, Fries PRC (2006)
¢Non-perturbative estimate:

In Fig. 12 we show the thermal dilepton rate calculated
from Eq. (2.14) for two massless ðu; dÞ flavors. We use the
results obtained with our Breit-Wigner plus continuum fit
ansatz, Eq. (5.2), as well as results obtained with a trun-
cated continuum term. For the latter we use the case,
!0=T ¼ 1:5, !!=T ¼ 0:5, which gave a !2=d:o:f of about
1. These results are compared to a dilepton spectrum
calculated within the hard thermal loop approximation
[12] using a thermal quark mass mT=T ¼ 1. Obviously
the results are in good agreement for all!=T * 2. For 1 &
!=T & 2 differences between the HTL spectral function
and our numerical results is about a factor two, which also
is the intrinsic uncertainty in our spectral analysis. At
energies !=T & 1 the HTL results grow too rapidly, as is
well known.

In the limit ! ! 0 the results for "iið!Þ=!, and thus
also for the electrical conductivity, are sensitive to the
choice of fit ansatz. Within the class of Ansätze used by
us a small value of "iið!Þ=! seems to be favored. Our
current analysis suggests

2 & lim
!!0

"iið!Þ
!T

& 6 at T ’ 1:45Tc: (6.1)

This translates into an estimate for the electrical conduc-
tivity

1=3 &
1

Cem

#

T
& 1 at T ’ 1:45Tc: (6.2)

Using Eq. (2.15) this yields for the zero energy limit of the
thermal photon rate:4

lim
!!0

!
dR$

d3p
¼ ð0:0004–0:0013ÞT2

c ’ ð1–3Þ $ 10%5 GeV2

at T ’ 1:45Tc: (6.3)

VII. CONCLUSIONS

At a fixed value of the temperature, T ’ 1:45Tc, we have
performed a detailed analysis of vector correlation func-
tions in the high temperature phase of quenched QCD. A
systematic analysis at different values of the lattice cutoff
combined with an analysis of finite volume and quark mass
effects allowed us to extract the vector correlation function
in the continuum limit for a large interval of Euclidean
times, 0:2 & %T & 0:5. In this interval the correlation
function has been determined to better than 1% accuracy.
Furthermore, we determined its curvature at the midpoint
of the finite temperature Euclidean time interval,
%T ¼ 1=2.
We analyzed the continuum extrapolated vector corre-

lation functions using several fit Ansätze that differ in
their low momentum structure. We find that the vector
correlation function is best fitted by a simple ansatz
that is proportional to a free spectral function plus a

1e-12

1e-11

1e-10

1e-09

1e-08

1e-07

1e-06

1e-05

 0  2  4  6  8  10

dNl+l-/dω d3p
p=0

ω/T

BW+continuum: ω0/T=0, ∆ω/T=0
ω0/T=1.5, ∆ω/T=0.5

HTL
Born

 0

 1

 2

 3

 4

 5

 0  2  4  6  8  10

ω0/T=0, ∆ω/T=0
ω0/T=1.5, ∆ω/T=0.5

HTL
free

ρii(ω)/ωT

ω/T

FIG. 12 (color online). Thermal dilepton rate in 2-flavor QCD (left). Shown are results from fits without a cutoff on the continuum
contribution (!0=T ¼ 0) and with the largest cutoff tolerable in our fit ansatz (!0=T ¼ 1:5). The HTL curve is for a thermal quark
mass mT=T ¼ 1 and the Born rate is obtained by using the free spectral function. The right-hand part of the figure shows the spectral
functions that entered the calculation of the dilepton rate.

4Here we used Tc ’ 165 MeV. This is a value relevant for
QCD with 2 light quarks rather than the critical temperature for a
pure SU(3) gauge theory.

THERMAL DILEPTON RATE AND ELECTRICAL . . . PHYSICAL REVIEW D 83, 034504 (2011)

034504-15

Ding et al.,  PRD (2011)
No single calculation 
covers the entire 
dilepton kinematical 
phase space

∴
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THERMAL DILEPTON SOURCES, HG
¢ HG contribution: calculate the in-medium vector 

spectral density

� Many-Body approach with hadronic effective Lagrangians
¢Rapp and Wambach, ANP (2000)

� Empirical evaluation of the vector mesons forward-
scattering amplitudes

¢E. Shuryak, NPA (1991)
¢Eletsky, Ioffe, Kapusta (1999)
¢Vujanovic, Gale (2009)

� Chiral Reduction formulae
¢Yamagishi, Zahed (1996)
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DILEPTONS, THE STORY AS OF A FEW MONTHS AGO
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FIGURE 5. Left panel: theoretical calculations of thermal dielectron spectra in Au-Au collisions at
RHIC using in-medium [8] (upper solid line) or vacuum (dash-dotted line) vector-meson spectral func-
tions, added to QGP radiation and the cocktail of hadronic decays after thermal freezeout (including
correlated charm decays) [24], and compared to PHENIX data [23]. Right panel: studies of QGP emis-
sion [25] including an improved photon limit with EM spectral functions fitted to recent lattice-QCD
computations [26] (middle solid lines) and variations in the equation of state (dashed line).

compared to SPS (T0 ! Tc). However, in the low-mass region, the thermal dilepton yield
is not very sensitive to the Boltzmann factor, but rather to the 4-volume of emission.
The latter is much smaller in the QGP than in the hadronic phase, and this is the
ultimate reason that QGP emission cannot compete with thermal hadronic emission at
masses around 0.3 GeV. This is illustrated in the right panel of Fig. 5, where several
attempts have been made to augment the QGP contribution. None of these reaches
the size of the hadronic yield [25]. Thus, one is led to conclude that the origin of the
PHENIX enhancement must be a “cool”, long-lived hadronic source with little flow
(as dictated by the small slope of the corresponding qt spectrum, Tslope ! 100 MeV).
Together with further theoretical analysis, the upcoming PHENIX data for low-mass
dileptons, which have been a priority of the recent RHIC run-10, will hopefully shed
light on this “anomalous” excess.

Interesting results for dielectron spectra are also obtained at low energies, Elab = 1-
2 AGeV [27]. For light-ion projectiles (e.g., 12C), the dominant role seems to be played
by elementary processes, i.e., primordial N-N Bremsstrahlung and final-state Dalitz
decays of η , Δ(1232), etc. Heavier projectile-target configurations are hoped to reveal
the long-awaited results on vector-meson modifications in a low-T high-ρB medium.

THEORETICAL INTERPRETATION

Let us put the above findings into a broader perspective. Resonance melting in the
medium is a general phenomenon. It is visible in cold nuclei, where photo-absorption
spectra exhibit the disappearance of the second and third resonance region (recall left
panel of Fig. 2; the Δ(1232) width is “protected” by Pauli blocking in the πN final
state). Even the JLab data on the FN2 structure function on the deuteron indicate a

van Hees, Rapp (2010) Dusling, Zahed (2009)

Bratkovskaya, Cassing, 
Linnyk (2012)
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Together with further theoretical analysis, the upcoming PHENIX data for low-mass
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2 AGeV [27]. For light-ion projectiles (e.g., 12C), the dominant role seems to be played
by elementary processes, i.e., primordial N-N Bremsstrahlung and final-state Dalitz
decays of η , Δ(1232), etc. Heavier projectile-target configurations are hoped to reveal
the long-awaited results on vector-meson modifications in a low-T high-ρB medium.

THEORETICAL INTERPRETATION

Let us put the above findings into a broader perspective. Resonance melting in the
medium is a general phenomenon. It is visible in cold nuclei, where photo-absorption
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panel of Fig. 2; the Δ(1232) width is “protected” by Pauli blocking in the πN final
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THERMAL DILEPTON SPECTRA: VISCOSITY?
¢Transition from HG-

dominated to QGP-
dominated

¢Charm not included here
¢Effects of viscous 

corrections are modest

¢Same hydro as for photon 
calculations
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THERMAL DILEPTON V2 WITH VISCOUS EFFECTS
¢Low M: HG-dominated
¢High-M: QGP dominated

¢No open charm here
¢v2 as a function of M will 

contain some info on the 
transition regime

¢Viscous effects are 
moderate

¢FICs? Coming soon... 
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Chatterjee, Srivastava, 
Heinz, Gale PRC (2007)
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DILEPTONS, SOME RECENT RESULTS

35

J. Zhao Hard Probe 2012,  Cagliari 11 

~ 150M Au+Au Central (0-10%) 

  Clearer LMR enhancement in 
central collisions compared to 
minbias collisions  

  - ρ contribution not included in 
the cocktail  

  - charm = PYTHIA*Nbin (0.96mb) 
overpredicts the data at IMR 
    indicating charm modifications 
in central Au +Au collisions 

Di-electron production in Au + Au collisions 

๏Uses MUSIC, and rates compatible 
with NA60 data

๏IMR: sensitive to charm energy loss
๏Clint Young et al., arXiv:1111.0647

๏IMR: Thermal effects?
๏Li and Gale, PRL (1998)

๏FICs to come
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CONCLUSIONS

• The status of EM rates and their integration in 
dynamical models is still in flux

• Photon v2 is sensitive to the EOS, and to various 
hydro parameters such as viscosity, and initial 
conditions (time and FICs). Current v2 data is a 
puzzle. New physics?

• Dilepton v2 with good statistics is needed to 
complete the EM emission systematics. STAR & 
PHENIX?

• FICs and viscosity(ies) make a difference in photon 
and dilepton characterization: one must be 
consistent with hadronic data

• Known unknowns: pre-equilibrium radiation, 
thermal vs. charm components in the dilepton IMR

36
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Heavy-ion collision theory with momentum-dependent interactions
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S. Das Gupta
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We examine the influence of momentum-dependent interactions on the momentum flow in 400
MeV/nucleon heavy ion collisions. Choosing the strength of the momentum dependence to produce
an effective mass m *=0.7m at the Fermi surface, we find that the characteristics of a stiff equa-
tion of state can be obtained with a much softer compressibility.

INTRODUCTION

A major goal in the study of intermediate energy heavy
ion collisions is to measure the equation of state of nu-
clear matter. The observable that shows most promise for
this measurement is the momentum flow in the collision.
It can be analyzed by the sphericity of the final state
momentum distribution, ' or by the transverse momentum
within an inferred reaction plane. At present, the best
founded theory for interpreting the experiments is based
on the Boltzmann equation, including a self-consistent po-
tential field and a collision integral of the Uehling-
Uhlenbeck form. We developed a technique for numeri-
cally solving the Boltzmann-Uehling-Uhlenbeck (BUU)
equation, and it has been successfully applied to momen-
tum flow and its dependence on the assumed equation of
state. 4'
The equation of state enters the theory via the function-

al dependence of the mean field potential on the particle
density in phase space. In the above-quoted studies the
potential was assumed to depend only on the ordinary
density, ignoring the well-known momentum dependence
of the field. For example, the attractive potential as seen
in nucleon scattering from nuclei weakens and becomes
small when the nucleon has an energy of a few hundred
MeV. In theoretical potentials based on Brueckner
theory, the momentum dependence gives the particles near
the Fermi surface an effective mass in the range
m*/m =0.6—0.7. The overall interaction will be more
repulsive under the conditions of the heavy ion collision if
this momentum dependence is included in the BUU equa-
tion. Thus the effects of a stiff equation of state may
occur with a softer model. Physically, there are two
mechanisms at work here. The average momentum of a
particle in the medium is higher in a heavy ion collision
than for cold nuclear matter at the same density; the
repulsive character of the momentum dependence implies
that the potential field will be shallower. Also, particles
will move with a higher velocity for a given momentum
than in free space, transporting momentum more effec-

tively from one part of the system to another.
In this work we shall examine quantitatively the above

effects using a phenomenological model of the momentum
dependence. Momentum dependent interactions have
been applied previously to studies of momentum flow, '

but only in mean-field theory, which is unrealistic at high
energy. Our model and some general considerations are
discussed in the following section. The section following
that describes our numerical study of the model.

MOMENTUM-DEPENDENT MEAN FIELDS

It is essential that a theory of momentum transport
respect the conservation laws. This will be guaranteed if
the dynamic equations are derived from an energy func-
tional. We assume the existence of such a functional and
call its interaction part 8. Its derivative with respect to
density is the single particle potential,

U(p, p) = 58'
5p~

In previous work, we chose U as a sum of powers of p,
omitting any p dependence. We now introduce an addi-
tional p-dependent term. The main origin of the p depen-
dence in Brueckner theory is the nonlocality of the ex-
change interaction. This interaction is attractive and im-
portant at low momentum, but it weakens and disappears
at very high momentum. The function of momentum
describing meson exchange interactions has these proper-
ties, and we adopt that parametrization,

Here p is the momentum of the particle, and A is a scale
parameter. Translational in variance is preserved by
measuring p with respect to (p'), the average momentum
of the other particles in the neighborhood. The density
dependence of this potential will be taken appropriately
for a two-body interaction, i.e., a linear dependence on p.
To make the model definite, we arbitrarily choose the
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We examine the influence of momentum-dependent interactions on the momentum flow in 400
MeV/nucleon heavy ion collisions. Choosing the strength of the momentum dependence to produce
an effective mass m *=0.7m at the Fermi surface, we find that the characteristics of a stiff equa-
tion of state can be obtained with a much softer compressibility.

INTRODUCTION

A major goal in the study of intermediate energy heavy
ion collisions is to measure the equation of state of nu-
clear matter. The observable that shows most promise for
this measurement is the momentum flow in the collision.
It can be analyzed by the sphericity of the final state
momentum distribution, ' or by the transverse momentum
within an inferred reaction plane. At present, the best
founded theory for interpreting the experiments is based
on the Boltzmann equation, including a self-consistent po-
tential field and a collision integral of the Uehling-
Uhlenbeck form. We developed a technique for numeri-
cally solving the Boltzmann-Uehling-Uhlenbeck (BUU)
equation, and it has been successfully applied to momen-
tum flow and its dependence on the assumed equation of
state. 4'
The equation of state enters the theory via the function-

al dependence of the mean field potential on the particle
density in phase space. In the above-quoted studies the
potential was assumed to depend only on the ordinary
density, ignoring the well-known momentum dependence
of the field. For example, the attractive potential as seen
in nucleon scattering from nuclei weakens and becomes
small when the nucleon has an energy of a few hundred
MeV. In theoretical potentials based on Brueckner
theory, the momentum dependence gives the particles near
the Fermi surface an effective mass in the range
m*/m =0.6—0.7. The overall interaction will be more
repulsive under the conditions of the heavy ion collision if
this momentum dependence is included in the BUU equa-
tion. Thus the effects of a stiff equation of state may
occur with a softer model. Physically, there are two
mechanisms at work here. The average momentum of a
particle in the medium is higher in a heavy ion collision
than for cold nuclear matter at the same density; the
repulsive character of the momentum dependence implies
that the potential field will be shallower. Also, particles
will move with a higher velocity for a given momentum
than in free space, transporting momentum more effec-

tively from one part of the system to another.
In this work we shall examine quantitatively the above

effects using a phenomenological model of the momentum
dependence. Momentum dependent interactions have
been applied previously to studies of momentum flow, '

but only in mean-field theory, which is unrealistic at high
energy. Our model and some general considerations are
discussed in the following section. The section following
that describes our numerical study of the model.

MOMENTUM-DEPENDENT MEAN FIELDS

It is essential that a theory of momentum transport
respect the conservation laws. This will be guaranteed if
the dynamic equations are derived from an energy func-
tional. We assume the existence of such a functional and
call its interaction part 8. Its derivative with respect to
density is the single particle potential,

U(p, p) = 58'
5p~

In previous work, we chose U as a sum of powers of p,
omitting any p dependence. We now introduce an addi-
tional p-dependent term. The main origin of the p depen-
dence in Brueckner theory is the nonlocality of the ex-
change interaction. This interaction is attractive and im-
portant at low momentum, but it weakens and disappears
at very high momentum. The function of momentum
describing meson exchange interactions has these proper-
ties, and we adopt that parametrization,

Here p is the momentum of the particle, and A is a scale
parameter. Translational in variance is preserved by
measuring p with respect to (p'), the average momentum
of the other particles in the neighborhood. The density
dependence of this potential will be taken appropriately
for a two-body interaction, i.e., a linear dependence on p.
To make the model definite, we arbitrarily choose the
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